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Abstract

Flow phenomena around heart valves are important for the motion of the valve leaflets, hence the dynamics of the

valve. This work presents an evaluation of a two-dimensional moving rigid heart valve, in which a fictitious domain

method is used to describe fluid–structure interaction. Valve motion and fluid flow around the valve were computed for

several Reynolds and Strouhal numbers. Particle Image Velocimetry measurements in an in vitro experimental set-up

were performed to validate the computational results. The influences of variations of the flow-pulse, expressed in

Reynolds and Strouhal number, are well predicted by the computational method. As the fictitious domain method can

readily be applied to fully three-dimensional fluid–structure interaction problems, this study indicates that this method

is well suited for the analysis of valve dynamics and ventricular flow in physiologically realistic geometries.

r 2004 Elsevier Ltd. All rights reserved.

1. Introduction

The four valves of the heart maintain the unidirectional flow of blood through the heart. Pathologies of one or more

of the valves may cause significant limitation of their function and subsequently the pump function of the heart. The

diseased valve may not be able to fully close, causing leakage (regurgitation), or it may not be able to open properly

(stenosis), obstructing the blood to enter or leave the heart. The function of one of the valves may be compromised to

an extent that valve replacement is desired. In many cases a mechanical prosthesis will be chosen, because of its high

durability. Several different shapes of valve prostheses have been developed and evaluated in the past (Chandran et al.,

1989).

Compared to the natural valve, these prostheses have several drawbacks in common with respect to their

haemodynamic performance, like increased transvalvular pressure gradient, increased backflow during closure and

increased shear stresses in the blood causing damage to or activation of blood platelets (Chandran et al., 1989). These

phenomena are all related to the design and properties of the valve.

In-vivo, in-vitro and numerical studies are commonly used to investigate the relation between valve design and

function. In-vivo investigation of flow through heart valves is possible, for example using ultrasound (Pop et al., 1989)

or MR-techniques (Walker et al., 1996; Kilner et al., 2000). While in-vivo studies assess valve function in the final

application, in-vitro set-ups allow for a more controllable, accessible and reproducible assessment the behaviour of

prosthetic valves. In such set-ups several techniques have been used such as flow visualization (Reul et al., 1981;
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Chandran et al., 1989; Lim et al., 2001), pressure drop measurements (Chandran et al., 1989; Pop et al., 1989;

Garitey et al., 1995; Cape et al., 1996), regurgitant flow measurements (Chandran et al., 1989), velocity measure-

ments using ultrasound (Pop et al., 1989; Garitey et al., 1995), LDA (Fatemi and Chandran, 1989; King et al., 1996;

Grigioni et al., 2001) and DPIV (Bluestein et al., 2000; Lim et al., 2001; Vlachos et al., 2001). Experimental

studies also have some drawbacks: they are expensive, labour intensive and not flexible with respect to geometrical

variations.

Computational Fluid Dynamics (CFD) models are more flexible in applying variations in geometry, and less

expensive in constructing. Thus, CFD models are a useful tool to reduce the amount of experiments necessary.

Moreover, they can provide information that is hard, or even impossible, to measure.

In some CFD models, flow around heart valves in fixed position is studied (King et al., 1996; Krafczyk et al., 1998;

Lemmon and Yoganathan, 2000; Bluestein et al., 2002). These models are suitable for analysing transvalvular pressure

drop and shear stresses at the surface of the valve leaflets. In order to study the pump function of the heart, however,

analysis of valve motion is necessary.

The behaviour of an opening and closing valve depends on the interaction between the motion of the valve and the

motion of the surrounding fluid. Furthermore, when investigating the pump function of the left heart, i.e. ejection

fraction, it has to be noted that there is an interaction between the mitral and aortic valve: the opening timing of one

valve is influenced by the closing behaviour of the other valve. Hence, in order to study the dynamics of a mechanical

valve prosthesis and the associated pump function of the ventricle, valve motion and time-dependent fluid–structure

interaction has to be taken into account in the computational model.

Also, computational models of moving valves have been published in the last three decades (Peskin, 1972; Peskin and

McQueen, 1995; Horsten, 1990; de Hart et al., 2000, 2003; Baccani et al., 2003). Baccani et al. (2003) prescribed the

velocity of a moving valve as a boundary condition on the fluid. In this way, no real interaction between valve and fluid

motion was taken into account and it was not necessary to adapt the computational grid of the fluid domain to the

position of the valve.

In order to allow the local coupling of fluid and valve properties, the mesh of the fluid domain will have to be updated

to follow the motion of the valve. One way to do this is the use of an Arbitrary Lagrange–Eulerian (ALE) method with

a moving grid for the velocity domain. This method was used by Horsten (1990) for modelling a moving aortic valve

leaflet in a pulsatile flow, and by Vierendeels et al. (2000) for the analysis of the filling of a deforming axisymmetric

ventricle, where no valve was present in the mitral orifice. In this method, the positions of the computational grid of the

fluid are adapted based on the position of the moving valve (Horsten, 1990) or moving ventricle wall (Vierendeels et al.,

2000), while maintaining the grid topology. When analysing flow through moving valves, the large translations of the

valve leaflets cause the quality of the grid to degenerate rapidly. Complete closure of an initially opened valve is not

possible using this method.

In order to maintain the quality of the computational grid, remeshing combined with an ALE-technique can be

applied. This method is more commonly used in solid mechanics (Kwak and Im, 2003). Remeshing requires

interpolation techniques to transfer state variables from the old mesh to the new one, which may introduce additional

inaccuracies. Furthermore, remeshing is a computationally expensive technique and may be very difficult to apply for

three-dimensional problems.

One of the most advanced models incorporating fluid–structure interaction is a left ventricle model by Peskin (Peskin,

1972; Peskin and McQueen, 1995). In this model the immersed boundary technique is used, which effectively uses local

volume forces on the fluid to account for the interaction between the fluid and the heart wall and the valves. In this way

there is no need to change the fluid mesh, thus avoiding the corresponding problems described above. However, to

guarantee the stability of the numerical technique used, the viscosity was increased to 25 times that of blood, resulting in

a Reynolds number in the order of magnitude of 80, which is 25 times lower than physiological (Peskin and McQueen,

1995). Lemmon and Yoganathan (2000) used Peskin’s immersed boundary technique and applied a semi-implicit

method for pressure-linked equations (Patankar, 1983) to provide solution stability for physiological Reynolds

numbers. However, their model did not incorporate moving heart valves.

Recently, fictitious domain methods (Glowinski et al., 1994; Bertrand et al., 1997; de Hart et al., 2000; Baaijens, 2001)

have been introduced to couple quantities on separate meshes. The method enables the coupling of velocities of a

structure to fluid velocities, while the structural mesh arbitrarily moves through the fluid mesh. de Hart et al. (2000)

applied and validated a fictitious domain method in a two-dimensional model of a flexible aortic valve, and extended it

to a three-dimensional realistic geometry (de Hart et al., 2003), for a single set of the characteristic fluid flow

parameters, i.e. the Reynolds and Strouhal numbers. Successful simulation of a fluid–structure interaction problem with

a very stiff elastic solid in a fluid is not trivial. The eigenvalues of the system are related to the viscosity of the fluid and

to the stiffness of the solid. Since the stiffness of a mechanical valve is considerably higher than that of a flexible leaflet,

the range of eigenvalues of the system to be solved is increased, which adversely affects its stability.
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The objective of this work is to investigate the applicability of a fictitious domain method for simulating the motion

of a stiff prosthetic heart valve leaflet. To this end, model predictions on flow fields and on timing of valve motion are

compared to experimental results obtained in a quasi-two-dimensional experiment. To evaluate the sensitivity of the

computational method to variations in the characteristic fluid flow parameters, expressed in the Reynolds and Strouhal

numbers, a range of flow-pulses was used in the computational method and the results were compared to the respective

experimental findings.

2. Methods

2.1. Experimental method

To validate the predictions of the two-dimensional version of the computational model an experimental set-up, based

on the one used by de Hart et al. (2000), was used. The geometry of the measurement section, shown in Fig. 1, is a

quasi-two-dimensional representation of a cross-section of a stiff aortic valve with a sinus cavity.

It consists of a plexiglas channel with a height H of 20mm and length 6H. Halfway along the length of the channel is

a cylindrical cavity, representing the sinus cavity of the aortic valve, with radius R equal to H. In order to obtain a two-

dimensional flow field in the centre plane of the channel, the width of the channel is 6H. At the upstream side of the

sinus cavity a stiff strip of lexane is fixed to the top of the channel. The fixation was realised using three pieces of water-

resistant adhesive tape, one next to the centre of the channel and two near the side walls. The width of the adhesive tape

was 5mm, in order to keep the bending stiffness low. The measurement section was mounted in a pulse duplicator set-

up as shown in Fig. 2.

The set-up consists of a steady pump (SP), a computer-controlled piston (P), a diffuser (D), the measurement section

(MS), a reservoir combined with a resistance (R1) and a reservoir (R2). The reservoir attached to the measurement

section was completely filled with fluid, such that the set-up was not compliant. To be able to obtain physiologically

relevant fluid flow parameters, the fluid used was a mixture of 36% by volume of glycerol in water with a viscosity of

4.3� 10�3 [kg/m s]. The viscosity of this mixture matches the viscosity of blood assuming Newtonian constitutive

behaviour.

The flow-pulse used is shown in Fig. 3. The pulsatile flow rate is obtained as follows. The steady pump creates a

stationary flow rate, on top of which a pulsating flow is superimposed by applying a periodic motion of the computer-

controlled piston. The forward motion of the piston results in a flow rate higher than the stationary component and

lasts 0.38T, with T the time period of the signal. The reversed stroke of the piston lasts the rest of the time period. The

resulting flow-pulse resembles the physiological aortic flow-pulse, in the sense that there is a large systolic flow peak

lasting approximately 38% of the cardiac cycle and a relatively low flow rate throughout the rest of the cardiac cycle.

This choice enabled a variation of the Reynolds and Strouhal numbers, by variation of the amplitude and frequency of

the piston motion, without changing the characteristics of the flow-pulse.

The flow is characterized by the Reynolds and Strouhal numbers, given by

Re ¼
rVH

Z
; Sr ¼

H

TV
; ð1Þ

with r the fluid density, V the average peak velocity over the height H of the channel, Z the dynamic viscosity of the

fluid, and T a time constant chosen to be the time period.
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Fig. 1. Schematic drawing of the geometry of the measurement section.
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Several flow conditions were applied in order to study the effect on the dynamic behaviour of the valve. The

amplitude of the flow-pulse was changed such that at peak flow rate the required Reynolds numbers were reached.

Next, the frequency was changed in order to reach relevant Strouhal numbers. Finally, the magnitude of the steady flow

component was adjusted such that the amount of backflow obtained was enough to close the valve at the end of the

backflow phase. Within the possibilities of the set-up used, the Reynolds number could be varied from 500 to 750 for a

Strouhal number of 0.055. For Reynolds number 750 the Strouhal number was varied both ways by 0.025. The

corresponding time periods are shown in Table 1.

For each case presented in Table 1, instantaneous whole-field velocities were measured using a Particle Image

Velocimetry (PIV) system (Dantec PIV-1100). To obtain the fluid velocity field using the PIV technique (Willert and

Gharib, 1991; Westerweel, 1993), the fluid was seeded with light-reflecting particles (hollow glass spheres) with a mean

diameter of 100mm and a density of 1010 kg/m3.

The seeded fluid was illuminated with a pulsed laser sheet directed through the centre plane of the measurement

section. A CCD camera (Kodak ES-1.0) recorded the position of the seeding particles and the valve leaflet (see Fig. 4).
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Fig. 2. Schematic representation of the pulse duplicator. (P) Piston; (D) diffuser; (MS) measurement section; (R1, R2) reservoir; (SP)

steady pump; (fm) flow meter; (pt) pressure transducer.
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Fig. 3. Flow-pulse measured by the electromagnetic flow probe, located between the piston and the diffuser.

Table 1

Time period of the applied flow-pulse for each experiment

Sr=0.03 Sr=0.055 Sr=0.08

Re=500 — 3.70 —

(case 1)

Re=750 4.50 2.45 1.65

(case 2) (case 3) (case 4)
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The camera images of 1016 by 1008 pixels were subdivided into interrogation areas of 64� 64 pixels, corresponding to

7.5� 7.5mm. A correlation technique was applied to the interrogation areas of subsequent camera images to determine

the average displacement within the interrogation areas. In order to obtain good-quality correlations, the maximum

particle displacement should not exceed a quarter of the interrogation area size (Willert and Gharib, 1991). To this end,

the time between two subsequent images is set to 1000 ms at a maximum velocity estimated to be 0.2m/s. A subpixel

interpolation technique was used which allows for the detection of particle motion up to 0.1 times the pixel pitch. Thus,

the smallest resolvable velocity would be 1.25� 10�3m/s. The velocity field is derived by dividing the displacement field,

obtained from the correlation technique, by the time between subsequent images. The opening angle of the valve

(shown in Fig. 5) is derived straightforwardly from the position shown in the camera images.

2.2. Computational method

The geometry used in the computations corresponds to the geometry of the centre plane of the experimental set-up,

and is shown in Fig. 5. The fluid domain is denoted by Of, the solid domain by Os.

The fluid velocity is computed by solving the Navier–Stokes equation (2) and the continuity equation (3):

r
@vf

@t
þ vf � =vf

� �
¼ = � ð�pIþ 2ZDÞ þ f�f in Of ; ð2Þ

= � vf ¼ 0 in Of ; ð3Þ

where r represents the fluid density, vf the fluid velocity field, t the time, p the pressure, Z the dynamic viscosity, D the

rate of deformation tensor D ¼ 1
2ð=vf þ ð=vf Þ

TÞ; and ff
� the body forces. In the computational method, laminar flow is

assumed of a Newtonian, isothermal and incompressible fluid.
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Fig. 4. Image of the PIV camera showing the sinus cavity and the stiff leaflet. Only the particles in the laser sheet are detected by the

camera.
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Fig. 5. Schematic representation of the geometry, the domain of the fluid (Of) and solid (Os) phase, the boundaries of the domains, the

inflow boundary condition (V) and the definition of the opening angle of the valve (a).
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At the top and the bottom of the fluid domain, denoted, by Gwall, no-slip boundary conditions were applied. The

experimentally obtained flow-pulse given in Fig. 3 was approximated by a positive and a negative part of a sinus, and

applied in the shape of a plug flow at the inlet (Gin) boundary. At the outlet (Gout) the tangential velocity and the normal

component of the stress vector (rf � nf) were set to zero.

The stiff valve is considered to be an incompressible elastic solid strip. The momentum equation (4) and the

incompressibility condition (5) of the solid are given by

= � rs ¼ 0 in Os; ð4Þ

detðFÞ ¼ 1 in Os; ð5Þ

where rs is the Cauchy stress tensor of the solid, F the deformation tensor F ¼ ð=0xsÞ
T ¼ Iþ ð=0usÞ

T;=0 the gradient

operator with respect to the initial configuration, xs the solid position field and us the displacement vector. Body forces

were neglected. The density of the rigid leaflet is assumed equal to the fluid density, allowing the buoyancy forces to be

neglected. The inertia of the rigid valve is not taken into account since the mass of the leaflets is negligible with respect

to the fluid mass.

The incompressible, isotropic material of the valve leaflet is subject to small strains. Therefore a physically linear

constitutive model is used for the material behaviour. A geometrically nonlinear model is used to deal with the large

rotations of the leaflet, describing the strain of the solid in an objective manner:

rs ¼ �psIþ ss; ss ¼ GðB� IÞ in Os; ð6Þ

where ps is the hydrostatic pressure in the solid and ss the extra stress tensor. The extra stress tensor is a function of the

shear modulus G and the left Cauchy-Green strain tensor B which is defined as B=F �FT.
The rigid leaflet is fixed at a point to the top right corner. At this point, the displacement is prescribed to be zero. As a

result, free rotation of the leaflet around this point is allowed.

At the boundary of the solid domain Gs, which is completely immersed in Of, the velocities of the fluid and the solid

are coupled:

vf ¼ vs ¼ ’us on Gs; ð7Þ

with ’us the time derivative of the displacement field. Furthermore, the stress exerted by the solid on the fluid and the

stress exerted on the solid by the fluid are in equilibrium at the boundary of the solid domain Gs:

rf � nf ¼ rs � ns; on Gs; ð8Þ

with ns the outward normal of the solid domain and nf the outward normal of the fluid domain, i.e. the opposite

direction. However, the fluid domain does not have a physical boundary at the location of the boundary of the solid

domain, which is where the fictitious domain method comes in.

In the original formulation of the fictitious domain method a variational approach is used. In this formulation, the

use of Lagrange multipliers to establish coupling between fluid and structure is commonly applied. However, there

exists no variational principle for the Navier–Stokes equations due to the nonlinear terms. Nevertheless, the method is

used by deriving the weak form of the Stokes equation and adding the nonlinear term afterwards (Bertrand et al., 1997).

Alternatively, the weighted residuals method can be applied. In this formulation, the stress exerted by the solid on the

fluid can be regarded as a locally acting body force. Using the Dirac delta function, the body force ff
� in Eq. (2) can be

described as

f�f ¼ ff dðx� xGs
Þ in Of ; ð9Þ

where ff
� only has values not equal to zero at the fluid–structure interaction interface Gs. This introduces a

globally acting surface force ff, localized at the interface Gs by means of the delta function. Making use of the

property of the delta function, the body force term in the Navier–Stokes equation (2) can, in the weak form, be

written asZ
Of

wf � f�f dOf ¼
Z
Of

wf � ff dðx� xGs
Þ dOf ¼

Z
Gs

wf � ff dGs in Of ; ð10Þ

with wf the weighting functions defined in the fluid domain. The rightmost expression in Eq. (10) is the same term as

added to the system equations using the variational principle (Bertrand et al., 1997), where ff is regarded as a Lagrange

multiplier.
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When deriving the weak formulation for the solid equations, partial integration results in a boundary integral in

which the external load of the fluid on the valve can be incorporated:Z
Os

ws � ð= � rsÞ dOs ¼ �
Z
Os

ð=wsÞ
T : rs dOs þ

Z
Gs

ws � ðrs � nsÞ dGs: ð11Þ

In order to reach an equilibrium of interaction forces, the last term in Eq. (11) must be in equilibrium with the right-

hand-side of Eq. (10):Z
Gs

ws � ðrs � nsÞ dGs ¼
Z

Gs

wf � ff dGs: ð12Þ

As the pressure p of Eq. (2) is used to weakly enforce the incompressibility constraint (Eq. (3)), the interaction force ff is

used as a Lagrange multiplier to weakly couple the velocities of the fluid and solid domain on nonconforming

discretizations,Z
Gs

wi � ðvs � vf Þ dGs ¼ 0; ð13Þ

with wi the weighting functions defined on the fluid–structure interaction interface. Generally, the fluid–structure

interaction interface entails the entire boundary Gs of the solid domain Os. Extra coupling equations (Eq. (13)) are

introduced where coupling is required. In the case of a thin leaflet, however, two sides of the boundary of the solid are

very close to each other. This may lead to an overconstraining of velocity unknowns per element in the fluid domain.

This may introduce deteriorating convergence properties of the solution procedure. To circumvent this problem, the

interaction is approximated by only taking the upstream part (Gi) of the solid boundary Gs into account. As the valve

leaflet is thin, this approximation will only influence transvalvular stresses and strains and it may be assumed not to

influence the fluid–structure interaction.

In the momentum equation for the fluid, Eq. (2), as in the fluid–structure interaction equation (13), the velocity field

is considered. However, the unknown quantity in the momentum equation for the solid is the displacement field us. For

the velocity field of the solid during a time-step a first-order approximation of the displacement field us is used:

vs ¼
us � un

s

Dt
; ð14Þ

where Dt represents the time-step. Summarizing, while writing rs � ns=fs, the weak form of the governing equations

read: Z
Of

rwf �
dvf

Dt
þ v̂f � =dvf þ dvf � =v̂f

� �
dOf þ

Z
Of

ð=wf Þ
T : dsf dOf �

Z
Of

ð= � wf Þdpf dOf �
Z
Gi

wf � dff dGi ¼

�
Z
Of

rwf �
v̂f � vn

Dt
þ v̂f � =v̂f

� �
� ð=wf Þ

T : #rf dOf þ
Z
Gf

wf � tf dGf þ
Z
Gi

wf � f̂f dGi; ð15Þ

Z
Of

qf ð= � dvf Þ dOf ¼ �
Z
Of

qf ð= � v̂f Þ dOf ; ð16Þ

Z
Os

Dtð=wsÞ
T : ðdss � ð=dvsÞ

T � #rsÞ dOs �
Z
Os

dp= � ws dOs

�
Z
Gi

ws � dfs dGi ¼ �
Z
Os

ð=wsÞ : #rs dOs þ
Z
Gi

ws � f̂s dGi; ð17Þ

Z
Os

qsDtð= � dvsÞ dOs ¼ �
Z
Os

qs

ðĴ � 1Þ

Ĵ
dOs; ð18Þ

Z
Gs

wi � ðdvf � dvsÞ dGs ¼ �
Z
Gi

wi � ðv̂f � v̂sÞ dGi: ð19Þ

Temporal discretization of the Navier–Stokes equation (15) is achieved using an implicit Euler scheme, while the

linearization of the convective term vf �= vf is obtained using Newton’s method including iterations during a time-step.

The two-dimensional representation of the aortic root shown in Fig. 5 was discretized to a finite element mesh. Fig. 6

shows the part of the mesh near the sinus cavity. The length of the inlet channel is 4H while the length of the outlet

channel is 10 times the height of the channel.
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In this figure the rigid leaflet is shown in closed position. The length of the leaflet is 1.07H, so the leaflet in closed

position is under an angle of approximately 22� with the vertical. The thickness of the leaflet is 1mm.

Galerkin’s method is used for the spatial discretization, using 834 rectangular quadratic Crouzeix–Raviart elements.

For the structure, spatial discretization is obtained using 19 rectangular quadratic Crouzeix–Raviart elements. The

discretization of the Lagrange multiplier in Eq. (19) is chosen discrete and coincides with the mid-points of the upstream

edges of the solid elements of the leaflet. Gaussian integration was used to compute the integrals of the weak forms of

the governing equations. The resulting system to be solved is given by

%
K�

f %
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f

%
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%
0

" #
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� �
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*
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*
f v

s

*
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s

*
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0
BBBBBB@

1
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; ð20Þ

where
%
K�

f is the fluid matrix,
%
K�

s the solid matrix,
%
Lf and

%
Ls the divergence matrices for the fluid and solid phase,

%
Cf

and
%
Cs the fluid and solid matrices concerning the coupling of the fluid and solid velocity. The variations in the

estimates for the fluid velocity, solid velocity, fluid pressure, solid pressure and coupling force are represented by

d
*
vf ; d

*
vs; d

*
pf ; d

*
ps; and d

*
f c; respectively. For more details on this subject and the definitions of the submatrices, the

reader is referred to Appendix A of de Hart (2002), or van de Vosse et al. (2003). The linearized system is solved in a

fully coupled manner using a direct solver.

3. Results

3.1. Fluid motion

Fluid velocity vector fields were measured in an in vitro set-up of the aortic root with a rigid valve in the sinus cavity,

and simulated using the computational model, as described in the previous section.

Fig. 7 shows the velocity fields as obtained by the PIV-measurements at five instants in time in the flowcycle, as

indicated in panel (f), for a Reynolds number of 750 and a Strouhal number of 0.055. Panel (a) shows the velocity field

for peak flow rate. Closer examination reveals that the fluid velocity in the entire channel can be described as a plug flow

in the centre with a boundary layer near the top and the bottom walls of the channel (see also Fig. 9). In the sinus cavity

a very weak vortex is present downstream the tip of the valve leaflet. In panel (b), the deceleration of the fluid has

initiated the development of a large vortex in the sinus cavity. Further along in the flow-pulse, the flow changes

direction and backflow occurs. This reversed flow is necessary for the valve to reach its closed position. In panel (c) the

reversed flow has reached its maximum value. The large vortex in the sinus cavity has grown and now fills the entire

cavity. Downstream of the large vortex, a second vortex has developed which is much smaller and rotates in the

opposite direction. The fluid motion at the end of the backflow period is shown in panel (d). The two vortices are still

present and the secondary vortex has increased slightly in size.

Because of the settings of the flow-pulse, the valve has now just reached its closed position. The fluid now accelerates

further to the mean value of the cyclic flow rate, for which the velocity field is shown in panel (e). The velocity in the in-
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Fig. 6. Section near the sinus cavity of the mesh used for the finite element computations. The valve leaflet, located in the transition

from the inflow channel (left) to the sinus cavity, is shown in closed configuration and is represented by the darker elements.
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and outflow channel is increased and the large vortex in the cavity is being suppressed. The secondary vortex has

already diminished.

Fig. 8 shows the computational results at the end of backflow (indicated as instant of time d in the flow curve, see also

Fig. 7(f)), at the moment when the valve is almost completely closed. Panel (a) shows the results of the simulation with

Reynolds and Strouhal numbers being 750 and 0.055, respectively. In agreement with the experiments (Fig. 7(d)), a

large vortex has formed in the sinus cavity, downstream of which a smaller counter-rotating vortex has formed. Panel

(b) shows the result at the same instant in the flow-pulse as in panel (a), but now for a Reynolds number of 3000. Note

that the main flow characteristics are similar, though the strength of the large vortex is increased, the secondary vortex

ARTICLE IN PRESS

Fig. 7. Measured velocity vector fields superimposed on the images captured by the PIV-camera for five instants of time in the flow-

cycle: (a) peak flow rate, (b) average flow rate in deceleration, (c) peak reversed flow rate, (d) end of backflow and (e) average flow rate

in acceleration. These instants are illustrated in the flow-pulse (f); Re=750 and Sr=0.055.

Fig. 8. Computational result at the end of backflow (indicated as instant of time d in the flow curve), showing the velocity field at the

moment that the valve is almost completely closed. The Strouhal number in these simulations is 0.055 with Reynolds numbers of (a)

750 and (b) 3000.
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is located slightly further upstream and the unsteady boundary layer flow near the top and bottom of the outflow

channel is more pronounced.

Quantitative comparison of the experimental and computational velocity fields is given in Fig. 9. Hereto, the

horizontal components of both flow fields were interpolated to several cross-sections in the channel. The interpolations

shown in Fig. 9 are given for the same five instants in the flowcycle as in Fig. 7.

Generally, the computed velocity field matches the experiments quite well. However, apart from local differences as a

result of measurement and computational inaccuracies, there are some striking global differences. During the entire

cycle, the computed vortex in the cavity is more pronounced and is located slightly higher than the experimentally

observed vortex. During the deceleration of the fluid (b) and just beyond (c), in the boundary layers near the top and

bottom walls of the channel, reversed flow occurs due to the unsteady nature of the flow. This kind of Womersley

profiles are not detected well by the PIV measurements. Furthermore, during acceleration (subfigure e) the measured

velocity below and downstream the tip of the valve is higher than predicted by the computational method.

3.2. Valve motion

The motion of the valve is expressed in terms of the time-course of the opening angle of the valve, defined as the angle

between the valve leaflet and the vertical (see Fig. 5). Fig. 10 shows a graph of the normalized average in-flow velocity

and opening angle of the valve for the entire flowcycle, measured from the camera images.

The flow-pulse is normalized with the maximum flow rate (Q/Qmax) and divided by the cross-sectional area to obtain

the normalized average inflow velocity (V/Vmax), while the opening angle of the valve is normalized by dividing the

difference between the opening angle of the valve and the closed angle by the range of the opening angle: (a�amin)/
(amax�amin).
The curves in Fig. 10 show that during acceleration of the fluid, the opening angle of the valve increases. The valve

reaches its maximum opening angle just after peak flow rate. During early deceleration, the valve opening angle starts to

ARTICLE IN PRESS

Fig. 9. Interpolated horizontal velocity components at several cross-sections of the channel at five points in the flow cycle; (a) peak

flow, (b) average flow rate in deceleration, (c) maximum reversed flow rate, (d) end of reversed flow, and (e) mean flow rate during

acceleration. The computations are represented by the solid lines, the experiments by the dashed lines; Re=750 and Sr=0.055.
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decrease, while the flow upstream the valve is still directing forward. The closing motion of the valve is approximately

linear in time. In order to close the valve, a small amount of backflow (regurgitation) was necessary. At the end of the

backflow the valve is closed, which is shown in Fig. 10 where the curves of the fluid inflow velocity and the normalized

opening angle cross the zero line and each other.

Fig. 11(a) shows the experimentally observed and computationally predicted opening angle of the valve. The

computed angles exceed the measured ones during the entire cycle. This is most pronounced near the maximum opening

angle and least near the closed position. Note that the valve is closed at an angle of 22�. The timing of the computed

valve motion closely matches the experimentally observed pattern, which is better visible in Fig. 11(b) where both curves

are normalized. Furthermore, the experimentally observed opening angle slightly lags behind the computationally

predicted values for high fluid accelerations.

3.3. Dependence of valve motion on flow conditions

In order to study to what extent the valve motion is influenced by the characteristics of the flow-pulse, the experiment

was performed under several flow conditions as presented in Table 1. Fig. 12(a) shows the average velocity over the

inflow area during a cycle for each flow case. The difference in time period is clear, as is the lower maximum flow rate

for a Reynolds number equal to 500. For each flow case, a different amount of backflow was necessary to close the
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Fig. 11. (a) Valve opening angles observed in the experiments (solid line) and computational prediction (dashed line); (b) normalized

curves.
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valve. Fig. 12(b) shows the same data, normalized by the time period and peak velocity. Since the valve is closed when

the velocity curve rises through zero, this figure shows that the moment of valve closure was different for each case (see

arrow in Fig. 12(b)).
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Fig. 12. (a) Average in-flow velocity derived from measurements of the applied flow-pulses versus time for each flow case; (b)

normalized velocity versus normalized time. The curves in panel (b) show that the maximum reversed flow-rate and the end of backflow

were different for each flow case.
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Fig. 13 shows the relative amount of backflow with respect to the amount of forward flow Qreversed/Qforward for each

flow condition, both for the experiments and the computations. It is shown that for increasing the Reynolds number

from 500 to 750 (by increasing the velocity), while keeping the Strouhal number at 0.08 (by keeping TV constant), the

amount of backflow increases with respect to the amount of forward flow. The same occurs when the Strouhal number

is increased (by decreasing the time period), while keeping the Reynolds number at 750. Due to the noise on the flow

measurement, the relative amount of backflow is not exactly the same as applied to the computational model.

Fig. 14 shows that, for every flow condition, the valve reaches its closed position at the end of the backflow phase.

Furthermore it shows that, for increasing either the Strouhal number (decreasing T) or the Reynolds number

(increasing V and keeping TV constant), the valve reaches its closed position later in the flow-cycle, as predetermined by

the flow-pulse applied, and also that the valve reaches its maximum opening angle later for increasing either the

Reynolds or the Strouhal number within the range applied.

The instant of time of valve closure in the flow cycle is clarified in the bar plot of Fig. 15(a). In this figure the left bar

of each set shows the experimentally obtained moment at which the valve is closed, measured from the start of the flow-

pulse as shown in Fig. 12(b) for each case. The range (n=3) of the time of valve closure is given by the errorbars. In the

same way, panel (b) of Fig. 15 shows the duration of valve opening, from closed to opened position. The experimentally

observed duration of valve opening increases for increasing Strouhal number or decreasing Reynolds number, although

not significantly.

The bars on the right of Fig. 15(a) and (b) show the predictions for the time of minimum opening angle and the

duration of the opening motion of the valve with the computational model. The prediction of the moment in the flow-

pulse at which the opening angle is minimal matches the experimentally observed values. The difference between the

two is maximal for case 4, but still lies within the range of experimental data. In the computational model, the same

trend is found for the duration of the opening motion of the valve. The maximum difference in opening is seen in case 1

(the low Reynolds number case), which also lies within the range of the experimental data.
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Fig. 14. Measured normalized in-flow velocity and normalized opening angle for each flow case.
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4. Discussion

In an experimental set-up of the aortic valve, fluid and valve motion were recorded by the camera of a PIV system.

Instantaneous fluid velocity fields were derived by correlating average particle displacement within interrogation areas

of subsequent camera images, under the assumption of small velocity gradients in the interrogation area. This condition

is fulfilled in the major part of the measurement section. However, the unsteady boundary layers developing near the

top and bottom walls of the in- and outflow channel during deceleration are not well detected by the PIV method, since

these velocity structures are too small for the interrogation areas. This can be solved by increasing the resolution of the

camera, or decreasing the field of view combined with the use of smaller seeding particles.

A two-dimensional finite element model of the experiment is developed, in which fluid–structure interaction is

modelled by means of a fictitious domain method, as described in Glowinski et al. (1994) and Bertrand et al. (1997), but

formulated in terms of a locally acting volume force. The system matrix, arising after discretization of the governing

equations of the solid and the fluid, is ill-conditioned. The eigenvalues of the matrix are related to the stiffness of the

solid and the viscosity of the fluid, which differ by several orders of magnitude. Nonetheless, no stability problems

occurred in solving the set of equations.

The experimental results showed the development of a large vortex in the sinus cavity during fluid deceleration.

Further downstream a secondary counter-rotating vortex develops. During acceleration, these vortices diminish. These

phenomena are also found using a flexible valve leaflet, as reported in de Hart et al. (2000). The valve opens due to the

forward flow-pulse in the in-flow channel during acceleration. In agreement with previous observations (van

Steenhoven and van Dongen, 1979) the vortex in the sinus cavity initiates valve closure in early deceleration, even

though the in-flow velocity is still directed forward. A certain amount of regurgitation is necessary to close the valve

completely. The computational results correctly predict the main characteristics of fluid and valve motion. The

computed timing of valve motion, in terms of minimum opening angle and duration of valve opening, lies within the

experimental range. However, the computationally predicted valve opening angle exceeds the angle observed in the

experiments. This mismatch increases during fluid acceleration. A possible explanation for this effect is that in the

experiments the valve motion is hampered by the boundary layer flow near the sidewalls of the set-up. This effect is not

present in the two-dimensional computational model. Furthermore, since the valve is fixed to the top of the in-flow

channel using three strips of adhesive tape, a small amount of fluid can leak over the top of the valve between the strips

of tape. When the valve is closed and the fluid starts to move forward, the fluid passing underneath the valve will push

the valve open. Since some of the fluid will leak over the valve, the valve will possibly not open as far as without the

leakage.

In the entire region, the measured and computed flow patterns match very well. The slight differences are probably

caused by the difference in valve motion. As the valve opening angle is larger in the computations, the large vortex in
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the sinus cavity will be more near the top of the cavity. During acceleration in the experiments, the fluid has to squeeze

through a smaller opening due to the smaller opening angle of the valve. Since the same amount of fluid is entering the

cavity, the fluid velocity underneath the valve tip is higher than in the computational results.

Another possible source for the discrepancy between computational and experimental results can be sought in the

fact that fluid–structure interaction was taken into account at the upstream side of the valve only. It was assumed that

this approximation is allowed, as the valve is thin compared to the flow structures. Moreover, during most of the

acceleration and deceleration, the direction of flow is perpendicular to the valve surface, which is not likely to cause a

deviation in the opening angle of the valve. Refining the fluid mesh to element sizes smaller than the thickness of the

valve leaflet will enable the coupling of fluid and valve velocity at both the up- and downstream side of the valve. In this

way, the error made by coupling at the upstream side only could be determined. It will, however, require a substantial

increase in CPU-time.

Four cases with different inflow characteristics were applied to both the experimental and the computational model.

Experiments showed that the duration and maximum value of backflow, necessary to close the valve, was different for

each case. This means, since the shape of the pulse is fixed, that valve closure occurs at different instants in time in the

flow-cycle. The development of vortices in the cavity during deceleration is influenced by changing the Strouhal or

Reynolds number of the in-flow. The valve leaflet interacts with these vortices and therefore the valve motion is

influenced by the characteristics of the in-flow condition. The experimental results showed that there is a weak trend of

increasing duration of valve opening for increasing Strouhal number or decreasing Reynolds number. The same trend is

observed in the computational results. However, taking into account the range in experimental data, this trend is not

statistically significant.

In the model by Horsten (1990) the valve motion was modelled using an ALE-method. The method does not allow

the valve to fully close, since the fluid elements between the wall and the leaflet will be compressed. This is not a problem

for the fictitious domain method, nor for the Immersed Boundary method by Peskin and McQueen (1995). The method

by Peskin and McQueen (1995) was not applied for physiological Reynolds numbers due to numerical stability

problems. In order to obtain numerical stability the viscosity was increased by a factor 25, resulting in a Reynolds

number of 80. With the computational model presented in this work, no stability problems occurred for simulations

with Reynolds numbers up to the physiologically relevant value of 3000. However, the experimental set-up did not

allow validation of the simulations with Reynolds and Strouhal numbers within this physiological range. In order to

apply the present method to a valve in the heart, the closed valve will have to be able to carry the pressure difference

between the ventricle and the aorta or the atrium. This situation could not be simulated with the experimental set-up

and will need further investigation.

Computations in three-dimensional geometries will enable studies to more realistic situations. For flexible valves,

extension of the method to three dimensions is straightforward, as shown by de Hart et al. (2003).

From the results, it may be concluded that the fictitious domain method was successfully applied for modelling rigid

heart valve motion. In the range of flow-pulses applied to the experimental and the computational model, the sensitivity

of the time-dependent response of the valve to changes in the applied flow-pulse was low (maximum deviation in

duration of opening about 5% of the period time (see Fig. 15)), but still well predicted by the computational method.
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